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ABSTRACT 
With the expansion of the Internet services, providing 
personalized product recommendations has become one of the 
most important ways to attract customers. Especially, 
collaborative recommender systems have achieved widespread 
success on the web. Information of products is recommended to 
the users based on their nearest “neighbors” who have similar 
interests. It is widely known that there is a sparsity problem in 
such systems. However, according to our research, there are other 
problems: one is that the typical collaborative algorithm loses 
some important parameter when it predicts the ratings, because 
there might be a strong similarity between the users who give 
very different ratings. Another is that the classification 
information of resources is not used. To solve these problems, we 
have proposed a recommendation algorithm combining the user-
based classified regression and the item-based filtering. The 
experiment results show that performance is improved after 
applying the new algorithm. 

Categories and Subject Descriptors 

H.3.3 [Information Systems Applications]: Information Search 
and Retrieval-Information filtering; I.2.6 [Computing 
Methodologies]: Learning-Parameter learning; J.1 [Computer 
Applications]: Administrative Data Processing-Business 

General Terms 
Algorithms, Performance, Economics, Experimentation. 

Keywords 
Classified regression, Collaborative recommendation, Item-based 
filtering, Recommender systems 

1. INTRODUCTION 
People are becoming increasingly dependent on the Internet to get 
a variety of information for there continues a vast expansion of 
Internet services. Consequently, how to efficiently help people 
obtain information that they truly need in a world of 
overwhelming information on the Internet is a challenging task. 
Being an effective tool to address this problem, the recommender 
system has caught increasing attention from researchers and has 

become an essential research program in Internet application 
systems such as E-commerce system (e.g., Amazon, CDNOW, 
eBay) and digital library system. At present, the recommender 
systems can be categorized as contend-based [5] or collaborative.  
Collaborative filtering [7] is a technology most frequently studied 
and applied in current recommender systems where it can solve 
the problem of a contend-based algorithm. Collaborative filtering 
is different from the content-based algorithm in that it 
recommends information resource by comparing the values of the 
similarities among the users or resource items instead of matching 
customer interest profiles with the product attributes. Its 
advantage lies in its ability to provide new information that would 
arouse the user’s interest. Many different techniques have been 
proposed for collaborative recommendation, including the most 
original methods [7], Bayesian learning [4], latent semantic 
indexing [3]and clustering. 
As the contents of resources increase, the sparsity [8] becomes a 
serious problem. Generally speaking, the amount of information 
resources is immense, products with users’ comments account for 
a small proportion of the total, which leads to a sparse user-item 
rating matrix. Under this circumstance, it is very difficult to 
accurately find similar users. To solve this problem, some people 
proposed a method of combination to reduce the negative effect 
of the sparse matrix [1]. However, there remains another problem 
in the user-based filtering: the value of the similarity might be 
high between the users who give very different ratings. This 
problem can not be solved by the combination.  
Moreover, typical collaborative filtering does not use the 
classification information of the resources. The similarities of the 
users for partial information items have been obtained by using 
the item-based similarity to reduce the range of resources in [9], 
and the performance can be enhanced, but in the process it has 
lost the information about the similarity among all items.  
To solve these problems, in this paper a recommendation 
algorithm combining the user-based classified regression and the 
item-based filtering is proposed. The experimental results show 
that performance has been improved. 

2. RELATED WORK 
2.1 Typical User-Based Filtering 
A traditional collaborative recommender system first searches for 
a set of similar users who are named “similar users” for their 
similar interests, usually given the name “neighbors”, whose past 
ratings had the strongest correlations, then produces a prediction 
or a top-N recommendation based on a combination of the ratings 
of nearest neighbors for the active user [6].  
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Here denotes the predicted rating of user a on item i, 
denotes the rating of user u on item i, 

iap ,

iur , ar is the average rating 
of user a, U denotes the set of similar users 

2.2 User-Based Similarity Computation 
In order to identify similar users, we should measure the 
similarity between two users. There are two most popular 
methods: cosine-based similarity and correlation-based similarity. 

Correlation-based similarity:  denotes the set of items which are 
rated by both the active user a and user u. Then the correlation 
similarity between a and u is given by [7]: 
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Here denotes the rating of user a on item i!iar , ar  is the average 
rating of user a, and all summations over i are over the items that 
have been rated by both a and u. 
Cosine-based similarity: In this case, two users are thought of as 
two vectors in the item-space. The similarity between these two 
users is measured by computing the cosine of the angle between 
them. Formally, the similarity between users a and u, denoted by 

 is given by: ),( uasim
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Most recommender systems apply the correlation similarity since 
it outperforms the cosine-based similarity in most situations [1]. 

2.3 Problems of Typical User-Based 
Collaborative Filtering Algorithm 
2.3.1 Problem1: 
Cosine-based similarity is equal to the cosine of the angle 
between two vectors. When the angle between vector X and 
vector Y is zero, there exists a relationship between X and Y that 
can be denoted by such a simple formula: XY '& . Thus when 
the cosine-based similarity is close to 1, in another word: when 
the angle between X and Y is close to 0: XY '( .There is a 
positive relationship between the fitting degree and the cosine-
based similarity. 
When it comes to the user-based collaborative filtering, we will 
discover the correlation-based similarity is rightly the cosine-
based similarity between )( aa RR # and )( uu RR # . 

T
na1aa rr )...( ,,&R  , T

aaa rr )...(&R  

So when the value of the similarity between these two users is 
high, )( uuaa RR # RR #( '  or )( ,, uiuaia rrrr #%( ' . It is clear that 

if )( aa RR #  and )( uu RR # are very different when the value of 

the similarity is high, the value of '  cannot approximates 1, the 
prediction should be given by such a formula after weights are 
included:  
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Thus if we make prediction via the traditional formula for this 
case, then we will lose the information of ' .  

2.3.2 Problem2: 
In many recommender systems, information resources usually can 
be classified into different sets of information items according to 
their contents. For example, if the information resources are all 
movies, then each set might denote a film genre. The existing way 
of computing the similarity only computes the similarity between 
users among all items. However, if the interests of two users are 
not similar among all items, but they do take a similar interest in 
one of the genres, and the item on which we have to predict its 
rating is just in the genre. In this case, computing the similarity 
among all items of an inappropriate categorical level will have a 
bad performance.  
Table 1: A simple example of the situation described above. 

Genre1 Cenre2 Genre3 Genre4  

Item Item… Item i      …  …
a 1 5 ? 2 4   1 4 2 5 
u 4 2 1 2 4   5 1 5 1 
Table 1 is an example. The value of the similarity (correlation-
based) of user a and user u is very low among all items for the 
value="0.7, but the value of the similarity in genre2 which the 
target item i belongs to is very high for the value=1. 

2.3.3 Problem3: 
The user-based collaborative filtering has been known to be 
problematic when the available ratings are sparse.  In such a 
situation, it is very difficult to find any similar users accurately, 
which would result in the reduction of accuracy of the 
recommendation engine in general. 

3. The Recommendation Algorithm 
Combining the User-Based Classified 
Regression and the Item-Based Filtering 
3.1 #$%&'()$%*+Regression: 
3.1.1 Typical Regression Model: 

)'* %%& XY ! here Y and X denote two vectors, 

*̂&a and , the parameters of which can be figured out with 
Least Square Equation method (LSE).Thus

'̂&b
ebXaY %%& , 

XbYa #& and eXXbYY  When (the coefficient 
of determination) is higher, the residual error is smaller and the 
regression level of the regression model is higher. There is a 
positive relationship between R and  since . 
Therefore, when the value of is high, we can deduce the 
formula: 

%#&# )( . 2R

2 || r 22 Rr &
|| r

)()( XXbYY #(# . 
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3.1.2 User-Based Regression Algorithm: 
When it comes to the user-based recommendation algorithm, if 
we define that and , then when the absolute value 

of r is high, we may estimate that

YRa & XRu&

)( uuaa RRbRR #(# ; where  
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is figured out with LSE method and regarded as the estimation 
value of ' in Section 2.3.1. We further conclude: 

1,1, uuaa brrbrr %#( … nuuana brrbrr ,, %#( . Thus if we wish to 
predict the rating of user a on item i, we may apply this formula: 

iuuaia brrbrp ,, %#& . Notes: this formula is applied in a set of 
neighbors that only includes one similar user.  For a set which 
includes more than one similar user, we  compute the summation 
with weights, and the prediction is given by ,
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. Here U  denotes the set of similar users 

whose weights are higher than the value of correlation 
threshold . Furthermore, since there is a positive relationship 

between the regression level of the regression model and , the 
regression model is efficient only at the time that is high. 
Therefore, we define another threshold . 
If

1T
2R

2R
2T

2Tuasimr +&& ),(|| ,  is figured out with the LSE 

method

b

ua rbra #& 22
uaW , Rr && ; otherwise 

when 2Tuasimr ,& ),(|| , as typical formula does, 

ua rra #& , , , where1&b rW ua &, ar is the average rating of 
user a on all items he has rated. 

Note: Normally, to determine the applicability of a regression 
model, besides an observation of the coefficient of determination, 
an F-test is also necessary. However, for our approach, the 
efficiency of the algorithm will decrease rapidly once we apply an 
F-test to every regression model of two users since too much 
storage space and time would be required to complete the 
additional computing. Thus an F-test is not taken. 

3.2 #$%&'()$%*+-.)$$/0/%*+1%2&%$$/34+
5.23&/6789 
First the items are classified based on their contents:  

nSSSI !"!! 21& ;  }{,},{
n1 nk1nnk1111 iiSiiS """ &&

nn kSkS && ,,11 " ;  nkkk n &%%% "21

Here denotes the set of all items. For all  to each denotes 
one set of items. For a particular set , from to  each one 

denotes one item that is classified into . 

I 1S nS

1S 11i
11ki

1S

The second step is to define a similarity named the similarity in a 
particular set. Different from the similarity computed among all 
items, the similarity in a particular set is computed only among 

those items in this set that have been rated by both a and u. At the 
same time, we should figure out the two parameters a  and 

attached to this set. These two parameters are also computed 
among those items in this particular set with LSE method. 
b

The last step is to predict the rating of the active user. When we 
predict the user a’s rating through item i, first we compute the 
similarity among all items between a and the user who has rated 
item i, and the two parameters defined in Section 3.1. Second, we 
find out which set item i belongs to. Once we find this set, we 
compute the similarity in it and the two parameters attached to it 
as well. Finally the two similarities are compared. If the value of 
the similarity in the particular set is higher than the one computed 
among all items, the similarity in this set and the attached two 
parameters are retained for subsequent use, otherwise, we apply 
the typical similarity among all items and the two parameters. 
Therefore we have applied the classification information without 
losing the information of the similarities among all items. 

3.3 Combining a User-Based Classified 
Regression and an Item-Based Filtering: 
Now we address the problem of the sparse rating matrix. In order 
to solve this we combine a user-based classified regression and an 
item-based filtering. As Deng et.al [1] points out: making this 
combination is a way to lessen the negative effect of the sparsity. 

3.3.1 Item-Based Collaborative Filtering:  
Unlike the user-based collaborative filtering algorithm, the item-
based approach fixes the attention on the similarity of items 
according to the ratings on them. This approach looks into the set 
of items the target user has rated and computes the similarity 
between them and the target item i. Then the most similar items 
are selected to form a list .  I
Since the formula in Section 2.1 is used to give the prediction in a 
typical user-based filtering when the correlation-based similarity 
is applied to measure the similarity between users, we change the 
formula that is used to predict ratings in item-based filtering [2] to 
a new formula to give a pseudo-score when we use the 
correlation-based similarity to measure the similarity between 
items. The new formula is defined as: 
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Here denotes the similarity between item i and item j. 
denotes the rating of user a on item j, 

),( jisim

jar , ir  denotes the average 
rating on item i by the users who have rated it.  

 
 
 

Figure 1 shows that once the formula is changed, the MAE of the 
correlation-based similarity becomes lower than that of the 

Figure 1. Comparison between the Item-Based Adjust-cosine 
Similarity and the Item-Based Correlation Similarity after 

the predictive formula is changed.
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adjusted cosine similarity which had a lowest MAE in Sarwar 
et.al’s work [2]. So we apply the new formula and the correlation-
based similarity of items to produce a pseudo-score. In addition 
the item-based approach in Section 4.3.3 is also referred to the 
algorithm of the correlation-based similarity only. 
It should be noted that all the results of Figure 1 were run at the 
value 0.1 of the correlation-based similarity threshold as MAE 
increased with the threshold, and the lowest MAE consistently 
resulted with a threshold value of 0.1, 

3.3.2 The Combining of the Two Approaches: 
Following the algorithm as described by Deng et.al [1], when we 
compute the similarity of two users, we find out the union set of 
rated items, in which each item is rated by user a or user u. Then 
we fill out the un-rated items in this set with pseudo-scores 
generated by the item-based collaborative filtering. Hence the 
union set becomes the set of items rated by both users.  

Subsequently, we compute each similarity between users in such 
a union set and utilize the user-based classified regression later. 
As a result, the regression model should become more accurate, 
and the results should be better. 
Note: To match the similarity in a particular set and the similarity 
among all items, each pair of users has two union sets. One is 
extracted from all items; the other is extracted from a particular 
set where the target item belongs. 

4. Experimental Results 
4.1 Experimental Data 
We used the data from MovieLens recommender system. 
MovieLens is a web-based research recommender system. The 
data was collected through the MovieLens web site. The full data 
set has 100000 ratings by 943 users on 1682 items. Each user has 
rated at least 20 movies. 
The 1682 items, in this case ‘movies’, are classified into 18 
genres. Some movies belong to more than one genre. Such movies 
were dropped from this study. Therefore the data set used has 
30052 ratings on 831 items and 942 users.  
The data were divided into a training set and a test set. The 
training set has 24144 ratings, 80.34% of the full data set. The 
same factor-sparsity level was used as defined in [2]. The sparsity 
level of therefore is 1-30052/942*831, which is 0.9616. 

4.2 Evaluation Metrics 
We used MAE to evaluate our prediction experiment. Mean 
Absolute Error (MAE) between ratings and predictions is a 
widely used metric to evaluate the quality of recommender 
system [2]. Let  represent the rating-prediction pair,  is 
the prediction of one rating, is the actual user rating.  

-. ii rp , ip

ir

NrpMAE
N

1i
ii /!

&

#&  

The lower the MAE is, the more accurately the recommendation 
engine predicts the ratings. 

4.3 Results and Discussions 
All of the experiments made use of the method of the correlation 
threshold to select the most similar users, the value of which was 

increased from 0.1 to 0.9(A negative number in a correlation-
based similarity means that interests are in some sense opposite). 

4.3.1 Determination of Values of Some Threshold: 
Since the lowest MAE value consistently resulted with a threshold 
value of 0.1, the threshold value for similar items was set equal to 
0.1 when a combination of the item-based filtering and the user-
based classify regression was made. The value of threshold , 

which is described in Section 3.1 is settled equal to 0.5 in this 
case as it was presumed that the value of the similarity between 
users is high when it exceeded 0.5.  

2T

4.3.2 Dealing with the Problem of Overflow: 
During the application of the proposed algorithm, the prediction: 

iuuaia brrbrp ,, %#&  might exceed 5 or fall below 1. If this 
should occur, and if >5 we set  equal to 5, else if 

falls below 1 we set  equal to 1 (the values of the ratings 
vary from 1 to 5).Experimental Results and Discussion: 

iap , iap ,

iap , iap ,

4.3.3  Experimental Results and Discussion: 
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Figure 2 demonstrates that the proposed approach outperforms the 
typical user-based CF as the MAE of the new algorithm is much 
lower than that of the typical approach when the correlation 
threshold  varies from 0.1 to 0.4 as well as for the range 0.5 to 
0.9. For example, at =0.1, the new approach shows a MAE of 
0.766632 and the typical user-based approach shows a MAE of 
0.780989. Similarly,  at =0.8, the new approach shows a MAE 
of 0.828749 and the typical one shows a MAE of 0.868157. 
However, when we set the value of  to 0.4 or to 0.5, although 
the MAE of the new approach is lower, the advantage is not 
significant. 

1T

1T

1T

1T

In the first situation when the values of the correlation threshold 
 are held below 0.4, they are also below (0.5), as a result, 

the approach takes both the benefit of regression and of the 
typical approach: as for a rating of user a on item i, when 

< but> , part of the typical formula is applied; 
when >= T , the regression model is utilized. Having 
the benefit of both of the two methods, the new approach 
certainly performs better in this situation. In the second situation, 
when T > T (0.5), since the values of the similarities of the users 

1T 2T

),( uasim 2T 1T
),( uasim 2

1 2

Figure 2. Comparison between User-based CF and 
Proposed approach. 
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are high, the new approach purely applies the regression model to 
make a prediction and outperforms the typical approach 
significantly. In the third situation, when  is set to 0.4 or 0.5, 
the number of neighbors whose similarities with the active user 
are below 0.5 is much fewer, the element of typical formula is 
seldom used and the regression method can not perform well 
under such a low value of similarity. In such a case, the new 
approach performs only slightly better.  

1T

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.75

0.8

0.85

0.9

Correlation Threshold

M
A
E

Item-based CF
Proposed Approach

 
 
 
Figure 3 shows: the MAE of the new approach is lower than that 
of the item-based approach at all values of .  1T

 
 

 
Figure 2 and Figure 3 do prove that the new approach proposed 
by this paper is effective for improving the quality of prediction. 
However, since we also apply a method of combination in our 
algorithm, the advantage might be the result of combination and 
not the result of classified regression. To test this possibility, it is 
necessary to compare our algorithm and an algorithm that is a 
simple combination of the item-based collaborative filtering and 
the user-based collaborative filtering. The results are shown in 
Figure 4. Figure 4 clearly shows that our approach performs better 
than the simply combined CF, which means the classified 
regression is an effective component. Furthermore, though the 
simply combined CF does not perform better than our approach, it 
performs better than the typical user-based CF when the values of 
the correlation threshold are high, which means combination is 
indeed an effective way to reduce the negative effect of the sparse 
rating matrix in this case. 

5. CONCLUSION 
In conclusion, using classified regression helps to avoid the 
following problems: a missing important parameter in the typical 
collaborative algorithm caused by the strong similarities between 
the users who give very different ratings; and the inadequate use 
of the classification information. In addition, the incorporation of 
the item-based algorithm lessens the negative effect of the sparse 
user-item rating matrix1.  

However our experiments were run only on the movie items that 
each belongs to one specific genre. As for those movies (items) 
that each belongs to more than one genre (set of items), how to 
utilize our algorithm remains an unsolved problem. 
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